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qSwitch: Dynamical Off-Chip Bandwidth
Allocation Between Local and Remote Accesses
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Abstract—Multisocket computer systems are popular in
workstations and servers. However, they suffer from the relatively
low bandwidth of intersocket communication especially for mas-
sive parallel workloads that generate many intersocket requests
for synchronizations and remote memory accesses. Intersocket
traffic puts pressure on the underlying network connecting all
processors with a limited bandwidth confined by pin resources.
Given this constraint, we propose to dynamically increase the
intersocket bandwidth by sacrificing off-chip memory band-
width when systems have heavy intersocket communication but
few off-chip memory accesses. Our design increases the physi-
cal bandwidth for intersocket communication via switching the
function of pins from off-chip memory accesses to intersocket
communication and can achieve an average performance speedup
of 1.28 in geocentric mean for selected parallel multithreaded
benchmarks.

Index Terms—Intersocket traffic, multicore system.

I. INTRODUCTION

MULTISOCKET systems are widely used to boost the
throughput of massive parallel workloads that generate

intensive local traffic, between processors and off-chip mem-
ory devices such as DRAM, and remote traffic for intersocket
communication (we denote local accesses as communications
between a processor and memory; remote accesses as inter-
socket communications. Off-chip bandwidth is used for both
types of accesses). The limited local bandwidth of main mem-
ory bounds the performance of parallel workloads, since it can
cause the serialization of parallel memory requests and offset
the benefit of memory level parallelism, especially consider-
ing the ever-increasing memory footprint of workloads and the
number of cores per die. Many architects address this problem
by boosting the system throughput via advanced algorithms for
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off-chip memory requests [11], increasing the physical mem-
ory bandwidth at the cost of lowering core frequency [6], or
reducing traffic via using a stacked DRAM, which has higher
bandwidth than off-chip memory devices and a larger size than
an SRAM-based cache [9]. These solutions relieve the mem-
ory bandwidth bottleneck, causing intersocket bandwidth to
emerge as a new performance bottleneck for workloads with
intensive intersocket communication.

Remote bandwidth bounds the performance of workloads
that frequently fetch data from the cache of other processors
or remotely from main memory. Inadequate remote bandwidth
serializes memory requests and limits the benefits of memory
level parallelism. The bottleneck of intersocket communica-
tions, like QuickPath Interconnect (QPI) [2], is hidden when
remote main memory access is constrained by off-chip band-
width, but is now revealed by the volume of requests directly to
the DRAM cache that do not use off chip bandwidth. The QPI
bandwidth becomes a greater concern than off chip bandwidth
when data is more likely to be fetched from stacked DRAM,
which has superior bandwidth compared to the remote band-
width. This bottleneck is shown in Fig. 1 that breaks down
the latencies of un-core requests in several-selected bench-
marks on simulated platform. The un-core requests hit on
local DRAM cache, local main memory, remote cache, remote
DRAM cache, or remote main memory.

The qSwitch, which dynamically allocates off-chip band-
width between local and remote accesses, is proposed to
relieve the bottleneck constraining remote accesses. The total
number of pins is a scarce resource [25] that power deliv-
ery networks and I/O compete for. Additionally, increasing
the total number of signal pins is prohibitive since rout-
ing traces beneath processors is becoming very difficult.
The qSwitch dynamically shifts a portion of local off-chip
bandwidth, used for accessing main memory, into remote
intersocket communication bandwidth when detecting a low
number of local access activities without increasing the
total number of signal pins. qSwitch improves the per-
formance of workloads suffering from limited intersocket
bandwidth, based on a vertical design from the circuit to
architecture level. We list the following contributions of
this paper.

1) We identify the latency of intersocket communication as
the major bottleneck for massive parallel workloads that
intensively share data across sockets.

2) We propose qSwitch for improving the performance of
workloads on a multisocket system in which switching
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Fig. 1. Latency breakdown of un-core requests in the simulated system with two sockets.

agents turn on/off memory channels, QPI buses, and off-
chip bus connections.

3) We evaluate the performance of qSwitch with the
selected multithread workloads. We also investigate the
runtime overhead and signal integrity for qSwitch.

II. RELATED WORK

Many works are proposed such as increasing the throughput
of main memory and the bandwidth of intersocket commu-
nication, since the long latencies of off-chip accesses has
been identified as one of the bottlenecks for massive parallel
workloads.

Researchers try to boost the throughput of main memory by
modifying memory devices, the memory channels, and pro-
cessors. For DRAM devices, row buffer misses reduce the
utilization of the bandwidth since the program will incur a con-
siderable overhead for turning on/off a row. The row buffer is
proposed to break the inside of a bank into multiple subar-
rays, and thereby, reduce the row buffer miss rate, and have
a lower overhead for switching the subarray instead of a whole
row [12]. An asymmetric DRAM bank organization is pro-
posed to improve the system performance via using larger rows
for system throughput and smaller rows for lower overheads
for turning on/off a row [21].

Several works improve the performance of main memory
at the rank level. A conventional rank is broke down into
mini-ranks that have a shorter data width, and can be oper-
ated individually for higher memory system throughput [26].
Increasing the bus frequency is proposed to improve the
performance of memory channels via buffering data and
commands in the DIMMs [1]. Splitting the data bus into
several small buses is also proposed to boost the through-
put of memory channels since each small data bus can work
independently [23]. Dynamically increasing the bandwidth of
the main memory is proposed but it has considerable parasitic
capacity from power switches [6]. Our design only switches
signal pins and does not have this issue.

From the processor side, methods are proposed to improve
the performance via scheduling off-chip requests and using
DRAM cache. A memory scheduler is proposed to boost sys-
tem performance based on reinforcement learning that can
understand program behaviors [8]. Another memory scheduler
is designed to boost multithreaded performance by providing
fair off-chip accesses for each thread [16], [17]. DRAM cache
is proposed to reduce the number of off-chip accesses since
it has superior bandwidth than main memory and larger size

than SRAM-based cache [19]. Lowering the off-chip traffic
and reducing the tag lookup latency further improve the per-
formance of DRAM cache [9]. The works reduce the off-chip
traffic between processors and main memory but do not affect
the intersocket traffic.

Silicon photonics have been studied for a long time as
a promising technology to replace the electrical off-chip
buses and provide superior bandwidth with very low energy
consumption [3]. It can boost the bandwidth of main mem-
ory while requires rearchitecting DRAM memory systems,
and increase the bandwidth of interconnect [13]. A photon-
ics interconnect has been developed [22] but is not widely
used due to manufacturing costs and reliability issues [20].
The electrical chip-to-chip cost is 0.25$/Gbit, while the cur-
rent parallel optic transceiver manufacturers state that perhaps
$4/Gbit is achievable today. The reliability of silicon photon-
ics interconnects is unclear since the integration of photonic
emitters and receivers into the IC may cause some reliability
issues. Our design is a cost-effective and reliable solution for
intersocket traffic since it is based on conventional electrical
interconnects.

III. DESIGN OVERVIEW

We introduce two modes for a multisocket system: 1) the
single-link mode in which the system has default bandwidth of
off-chip memory and bandwidth of intersocket communication
and 2) the multilink mode in which the system has multiplied
bandwidth of intersocket communication at the cost of lower
off-chip memory bandwidth. The two modes are shown in
Fig. 2 as an example in which the system has two processors
connected via a QPI bus with 20 lanes and the each proces-
sor has four memory channels. This example represents the
typical case used in the following discussion easily extended
for different system configurations. In this instance, the mul-
tilink mode multiplies the bandwidth of QPI by a factor of
3 and loses two memory channels since the number of pins
for a memory channels is more than the number of pins for
a QPI bus. This calculation is based on the fact that a memory
channel requires 125 pins from a processor to access mem-
ory devices [1], while a QPI bus only demands 84 pins from
processors [2].

This design needs a hardware unit to orchestrate mode
switching by quickly detecting phases of intensive intersocket
communication, as intensive phases may be sudden and short.
The design introduces a switching agent for each socket to
coordinate the increasing of intersocket communication and
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Fig. 2. Simulated system running in single-link and multilink modes.

the decreasing of off-chip memory bandwidth. This agent
switches the function of switchable pins between accessing
off-chip memory to communicating between sockets via sig-
nal switches sitting on the die and the motherboard. DRAM
controllers are also manipulated so that they adapt to the less
off-chip bandwidth and the QPI to utilize the extra band-
width of intersocket communication. The switching agents
from all processors have to reach an agreement that the
system can increase its throughput via a switch, not just
a subset of processors. With a bottom-up approach, we dis-
cuss the mechanism of switching off-chip bus connection
as well as auxiliary circuits in Section III-A; the modifica-
tions of the DRAM controller and the QPI physical layer
are addressed in Sections III-B and III-C; and the switch-
ing agents and the switching conditions are described in
Sections III-D and III-E.

A. Off-Chip Connection

The modified off-chip connection is shown in Fig. 3 along
with an auxiliary circuit called the “signal switch.” We only
show the related off-chip bus connection for a processor with
a pair of QPI data lanes, since the simulated system is homoge-
nous and the off-chip memory buses per socket are identical
to each other.

In multilink mode, auxiliary circuits convert memory buses
into additional QPI buses; processors can still read and write
data from memory devices using the remaining memory buses.
Disconnected memory devices connect to other memory buses
as an extra rank in multilink mode, while they maintain
dedicated buses in single-link mode. This design maintains
the accessibility of data stored in memory devices though it
requires extra circuits on the motherboard.

A signal switch is used to configure a pin for accessing off-
chip memory devices or for intersocket communication, or
to attach two memory channels to one another for increased
data accessibility. The signal switch is a classic switch con-
sisting of an n-type metal-oxide semiconductor (nMOS) and
a p-type metal-oxide semiconductor (pMOS) each having

a relatively low parasitic capacitance and propagation delay.
This switch is ideal for high-speed signals that are sensitive
to parasitic capacitance and signal delay.

With signal switches, we can increase the bandwidth of
intersocket communication via switching the system from
the single-link mode to the multilink mode. In single-link
mode, pairs of signal switches (1) on the die connect pins to
the memory controllers, and to a dedicated memory channel
via pairs of signal switches (2) on the motherboard. The sig-
nal switches (3) detach the memory channel from another one
and the system has four memory channels. The processor can
write/read data from memory devices via the memory chan-
nels by turning on the signal switches in the corresponding
direction. In multilink mode, the signal switches (1) and (2)
connect the pins to the QPI buses instead of the memory chan-
nels, while the signal switches (3) attach the memory channel
to another one and the system has two memory channels. The
processor can access the memory devices via the two memory
channels by turning on the signal switches (3) in the corre-
sponding direction. The location of switches (2) and (3) on
the motherboards are also vital to the signal integrity. The
switches (2) should be placed close to the processors to reduce
the signal reflection between the switches (1) and (2), while
the switches (3) should be placed close to the DRAM devices
for the same reason.

B. Memory Controllers

We modify the memory controllers to dynamically change
the number of memory channels when the system switches
between the single-link and multilink modes shown in Fig. 4.
We turn on two memory controllers when the system switches
from multilink mode to single-link mode and turn them off
when switching back. The other two memory controllers han-
dle all memory requests in single-link mode. Given a fixed
address in mapping policy, this incurs a negligible area over-
head to dispatch memory requests to the corresponding mem-
ory channels, and few extra pins to select the memory channel
in single-link mode. The main challenge is that all memory
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Fig. 3. Off-chip bus connection in single-link and multilink modes.

Fig. 4. Memory controller running in single-link and multilink modes.

requests have to be committed in memory controllers to switch
the system between modes instead of migrating requests cross
memory controllers. This overhead is discussed in the runtime
overhead section.

The length of write and read request queues is halved when
the system switches into multibus mode. This can potentially
reduce the off-chip bandwidth for main memory. The slow-
down is minimal due to low main memory access traffic in
multibus mode. Additionally, we do consider the slowdown in
our simulation.

Consolidating many memory channels could lead a channel
to have too many ranks that exceed the standard, which may
hurt the scalability of the design. The high speed of memory
buses limits the maximal number of ranks in a memory chan-
nel. This constraint can be relaxed by lowering the frequency
of the memory bus in multibus mode. This overhead could
be negligible because traffic between the processors and main
memory is low in multibus mode.

C. QPI Stack

QPI is a point-to-point processor interconnect with five
layers including the physical layer, link layer, routing layer,
transport layer, and protocol layer [2]. Each layer works inde-
pendently from the other layers and we only discuss the
physical and link layers that relate to our modification. We
add the extra physical layers (PHY) that are fully connected
with virtual networks in link layers to support more than

Fig. 5. Physical layers of QPI running in single-link and multilink modes.

one QPI bus shown in Fig. 5. The PHYs are powered off
in the single-link mode, while they in the multilink mode
can receive packages from other processors or send pack-
ages waiting in the buffers of virtual networks. The PHYs
are buffer-less and thereby can be quickly turned on/off since
the link layers control the traffic via credit/debit flow con-
trol. We employ switching agents to guarantee that there is
no dropping package during the transitions between the mul-
tilink mode and the single-link mode. The switching agents
enforce the PHYs can only send packages after the PHYs in
the receiver side can accept the packages, when the system
switches to the multilink mode. The switching agents also
enforce the senders of the PHYs are turned off before the cor-
responding receivers of PHY are disabled, when the system
switch to the single-link mode.
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D. Switch Agents

To switch between the single-link mode and the multilink
mode, we employ a switching agent inside each processor
to coordinate the transitions in the two processors. One of
the switching agents is preselected as the launcher, while all
other switching agents are called as assistants. The launcher
makes a switching decision and initializes the transition, then
all assistants help processors complete the transition smoothly.
All switching agents analyze the traffic of local off-chip
memory access and that of intersocket communication via col-
lecting hardware counters from the local memory controllers
and the QPI controller, which consists of a sender and a
receiver.

Based on this information, the switching agents take the fol-
lowing steps for a transition once they detect a phase in which
the performance can be improved by switching the system to
multilink mode.

1) The launcher detects the current phase and sends switch-
ing inquiries to other switching agents called assistants
via the QPI buses. An assistant denies the switch-
ing inquiry by sending a disapproving response to
the launcher if it does not detect this phase locally.
Otherwise, the assistant accepts the inquiry by sending
back an acknowledging response.

2) If the launcher receives a disapproving response, it
immediately aborts this transition. Otherwise after it
receives all acknowledging response, it turns off the two
memory controllers, switches the off-chip connections,
and turns on all the extra QPI receivers, while it initial-
izes a transition by sending switching requests to all the
assistants that also do the same thing locally once they
receive the request.

3) After the switching completes, each switching agent
sends responses to its neighboring switching agents.

4) After receiving a response from a neighbor, the switch-
ing agent turns on the QPI sender connecting to the
neighbor. After all the extra QPI buses are connected,
the transition concludes.

For switching the system to single-link mode, the switching
agents take similar steps for the transition.

1) The launcher detects the phase and sends switching
inquiries to other switching assistants via the QPI buses.
The launcher will abort the transition if any switch-
ing assistants send back a disapproving response to the
launcher.

2) After receiving acknowledging responses from all assis-
tants, the launcher disables the extra QPI senders of
all neighbors, while it sends switching requests to all
assistants that take the same action. Each switching
agent sends responses to its neighbors after the action
is completed.

3) Once having received the response, a switching agent
disables the corresponding QPI receivers. After it has
received the responses from all neighbors, it switches
the off-chip bus connection and then turns on the two
memory controllers.

4) After every switching agent has taken this action, the
transition completes.

Any switching agent can be selected as the launcher during
system initialization. We ignore the overhead for leader elec-
tion, since the election is only held once when all processors
are powered on. Note that it is possible to switch a subset of
processors into multilink mode while keeping others in single-
link mode. A hybrid approach is not considered in this paper
for to two reasons: most threads in workloads show simi-
lar phases and thereby most processors are likely to benefit
from the same mode thus the benefit of a partial transition is
minimal compared to that of a full transition.

Ideally, we can change the mode for each processor and
its local memories individually. However, the additional ben-
efit of switching processors individually is marginal since all
processors stay in the identical mode. Most multithreaded
workloads exhibit homogenous pattern of memory accesses,
which means that the performance of all threads are bounded
by local off-chip bandwidth or QPI bandwidth.

If multiprograms with same type of workloads such as mem-
ory intensive workloads or intersocket intensive workloads
run together, they will tend to stay in the same mode. When
they are different kind of workloads, switching to either mode
improves the performance of some workloads but hurts the
performance of other workloads due to less memory to pro-
cessor bandwidth. So the key question becomes whether the
performance improvement is worth at a cost of the slowdown
of other workloads. The values of the performance improve-
ment and the slowdown can be measured via switching the
system into the opposite mode for a short interval. So whether
the systems should switch to another mode depends on how
to compare the two values based on the predefined fairness
policy.

When the system has more than two processors, the system
can pick up any two processors and increase the intersocket
bandwidth for them, and then pick up another pair of pro-
cessors after a certain duration. Utilizing the switches in this
way is a simple and feasible solution to apply our design to
a system with more than two processors.

E. Switching Condition

We use 0.1 ms as the minimum interval for a mode switch.
The launcher will collect the number of un-core requests hit-
ting locally and the number of un-core request hitting remotely.
At the end of an interval, the launcher will initialize a switch
from single-link mode to multilink mode if it observes that
remote traffic is heavier than local traffic; or a switch from
multi to single-link mode if it observes that local traffic is
more intensive than remote traffic. The local traffic is gauged
by consumed bandwidth and remote traffic is measured by
outgoing bandwidth. The condition for switching the system
into multilink mode is

(NQinbound + NQoutbound) ∗ SQ > (NMread + NMwrite) ∗ SM

where NQinbound and NQoutbound denote the numbers of QPI
inbound and outbound packets, respectively, while SQ denotes
the average packet size. NMread and NMwrite denote the num-
bers of reads and writes for local memory, respectively, and
SM denotes the average size of memory requests.
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When the condition is not satisfied, the system should
switch back to the single-link mode.

To evaluate the performance of this dynamic switching, we
introduce the baseline as a system that has no additional cir-
cuit and a configuration of the single-link mode. The baseline
has an identical performance as the system that always stay
in single-link mode. We also have static switching in which
the system is permanently “switched” to multilink mode;
and dynamic switching in which the system can dynamically
switch between single-link and multilink mode.

F. Area Overhead & Propagation Delay

The area overheads of the design comes from the signal
switches on the die, the modifications of QPI and the switch-
ing agent. The area of signal switches, consisting of a pair of
large nMOS and pMOS, is negligible since the area of a sig-
nal switches is less than the area of 4000 transistors based on
45 nm technology. The extra QPI physical layers are buffer-
less and incur trivial area overhead. The switch agent for each
processor also incurs a negligible area overhead since it uses
a straightforward rule and only a few steps to coordinate the
switches cross-processors, which are easy to implement in
hardware.

The propagation delay caused by signal switches depends on
the resistance and capacity of the load. We measure the prop-
agation delays of the five cases shown in Fig. 6 by comparing
the propagation delays with signal switches to the delays with-
out them based on 45 nm technology using mentor graphic
tools [15]. The longest propagation delays of the QPI bus and
memory bus are 0.13 and 0.12 ns, respectively. The delay can
be further reduced using better technology.

G. Runtime Overhead

We break down the runtime overhead of the transitions
between the two modes into two parts: 1) the runtime over-
head of turning on/off memory buses and 2) the runtime
overhead of turning on/off QPI buses. The former mainly
comes from restabilizing the signals on the memory buses
and turning on/off the memory controllers. During the transi-
tions, the memory devices are inaccessible and the processors
do not send requests. We estimate this overhead mainly
based on the runtime overhead of scaling DRAM frequency
that is 512 memory cycles and 28 ns [7]. The overhead
is estimated to be 0.67 µs given the 800 MHz memory
frequency.

Additionally, we commit all the memory requests in the
queue before turning off/on a memory channel. Given the
read and write request queues in a memory channel have
32 total entries and each request takes 40 ns, the runtime
overhead of turning on/off a memory channel can be esti-
mated to be at most 1.28 µs which is still affordable. The
total overhead of turning off/on memory buses is bounded
by 1.95 µs.

The overhead of turning on/off QPI buses comes from resta-
bilizing the signals on the QPI buses and turning on/off the
QPI PHYs. Note that processors are not halted but cannot use
the extra bandwidth of QPI buses during the transitions when

Fig. 6. SPICE models for QPI buses and memory buses in single-link and
multilink modes.

the systems are switching to multilink mode. We conserva-
tively estimate that switching QPI buses takes the same amount
of time as switching memory buses. So the total runtime
overhead is estimated to be 3.23 µs.

H. Signal Integrity

We setup up SPICE models in the two modes shown in
Fig. 6, and test the signal integrity with Mentor Graphic
tools [15] to prove that our design maintains signal integrity
for the data path signals on memory buses and the data lane
signals on the QPI bus. Memory bus signals are bidirectional
with an 800 MHz frequency while the data lane on the QPI
bus runs at a 2.4 GHz frequency.

For multilink mode, we show the eye diagram for the signal
of a data lane on a QPI bus in Fig. 7(a). The eye diagram shows
an open eye though it has some noise due to signal reflections.
We also show the eye diagrams for a signal on the memory
bus in Fig. 7(b) and (c). These diagrams also show open eyes
though the signal in Fig. 7(b) suffers from signal reflections
and the signal in Fig. 7(c) suffers from large capacity loads
from memory devices. Additionally, we show the eye dia-
grams for single-link mode in Fig. 7(d) and (e) when data are
read from memory devices or written into memory devices,
each having clearer eyes compared to Fig. 7(b) and (c) due to
fewer signal switches on the paths. These figures indicate that
acceptable signal quality is retained in both scenarios.
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Fig. 7. Eye diagram of (a) QPI bus in multilink mode, (b) memory bus when
reading data from devices in multilink mode, (c) memory bus when writing
data to devices in multilink mode, (d) memory bus when reading data from
devices in single-link mode, and (e) memory bus when writing data to devices
in single-link mode.

IV. EXPERIMENTAL SETUP

We set up our stimulated system with Sniper 6.1 [5] using
the system configuration shown in Table I. The system has
two processors with the configuration based on the Intel Xeon
X5550. Each processor has four memory channels and one
QPI bus while in single-link mode, and then has two memory
channels and three QPI buses while in multilink mode. The
energy consumption is estimated using the McPAT tool [14].
We also modified the simulator to include runtime overheads.

We also list the selected multithread workloads shown
in Table II as well as the number of un-core requests per
instruction, and the percentage of QPI latencies per the
total un-core latencies. The workloads are selected from the
NPB benchmarks [18], the Splash2 benchmarks [24], and
the Decapo benchmarks [4]. Since the lusearch workload
involves a considerable number of system calls, we run it
in jikes research virtual machine [10] on the sniper simu-
lator. Each workloads runs with eight threads and occupies
all cores in the simulated system. We separate the work-
loads into those workloads exhibiting intensive intersocket

TABLE I
CONFIGURATION OF THE SIMULATED SYSTEM

TABLE II
SELECTED WORKLOADS

communication and those workloads showing moderate or low
intersocket communication. Most experiments are conducted
using the communication-intensive workloads that reveal the
benefits of multilink mode, while we use the nonintensive
workloads to compare the performances of static and dynamic
switching. We fast forward workloads into selected regions
that show intensive intersocket traffic, and then warm up the
cache for 1 billion instructions. We run a total of 800 mil-
lion instructions for each workload since some threads, e.g.,
the garbage collector, run comparatively few instructions in
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Fig. 8. Normalized speedup of static switching and dynamic switching
normalized against the baseline.

the workload lusearch. We also run each workload five
times and show the 95% confidence intervals for performance
comparisons.

V. RESULTS

A. Performance of the Static Switching

We evaluate the performances of the baseline, in which
the system runs in single-link mode; the system using static
switching; and using dynamic switching. Fig. 8 shows the
results of static switching and dynamic switching normalized
against the results of the baseline for each workload. Static
switching and dynamic switching gain a performance improve-
ment of 28% and 29%, respectively, compared to the baseline.
We also show the reduced latencies of un-core requests in
static switching normalized against that in the baseline shown
in Fig. 9. Note the latencies only account for the laten-
cies incurred outside the cores. The workloads cg and ocean
achieve speedups of 1.54 and 1.55, respectively, which are
much more than other workloads, since they have intensive un-
core traffic and their un-core latencies are significantly reduced
by multilink mode. The other workloads gain moderate per-
formance improvements. For example, is also has intensive
un-core traffic but sees a smaller reduction of the latencies,
while lusearch has a significant reduction of the latencies but
moderate un-core traffic.

B. Performance and Energy Efficiency of the Dynamical
Switching for Intensive Intersocket Traffic workloads

Dynamic switching can gain a similar performance improve-
ment for the workloads in Fig. 8 since it can detect phases of
intensive intersocket communication. For example, dynamic
switching improves the performance of the cg workload from
1.57 to 1.64, since it finds a period of low intersocket traffic
and guides the system switches back to the multilink mode.
Dynamic switching provides approximately the same perfor-
mance improvements as static switching for workloads that
have only a few intervals of low intersocket traffic. We also
list the number of the intervals that the system is in multilink
mode or in single-link mode in Table III, as well as the number

Fig. 9. Latency of un-core requests for static switching and dynamic
switching normalized against that of the baseline.

TABLE III
INTERVALS IN THE MULTILINK MODE AND IN THE SINGLE-LINK

MODE AS WELL AS THE TIMES OF SWITCHING TO THE

MULTILINK MODE AND THE SINGLE-LINK MODE

of times that the system switches to multilink mode or single-
link mode. The extra benefits of dynamic switching for the cg
workload come from the system switching back to single-link
mode when it catches a consecutive series of 12 intervals in
which the system exhibits low intersocket communication but
moderate local traffic.

We investigate the energy consumptions of static and
dynamic switching normalized against that of the baseline for
each workload, respectively, shown in Fig. 10. Static switching
and dynamic switching reduces the average energy consump-
tion by 12% and 13% in geometric mean since it improves the
system performance with minimal energy overhead. The more
performance improvement that multilink mode has gained, the
more energy consumption is reduced. For example, the work-
loads cg and ocean save 30% and 22% more energy than the
others for dynamic switching, while they also achieve more
performance benefits compared to others.
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Fig. 10. Energy consumption while using static switching and dynamic
switching normalized against the baseline.

Fig. 11. Normalized speedup while using static switching and dynamic
switching compared with the baseline for workloads with low-to-moderate
intersocket traffic.

C. Performance and Energy Efficiency of the Dynamical
Switching for Moderate and Low Intersocket Traffic
Workloads

We also test the performance of dynamic switching com-
pared with static switching for workloads exhibiting low-to-
moderate intersocket traffic shown in Fig. 11. Static switching
loses performance for these workloads, while dynamic switch-
ing keeps the performance or even gains a modest performance
improvement. The results are normalized against the perfor-
mance of the baseline for each workload, respectively. The
dynamic switching gains are a normalized speedup of 1.18
and 1.04 for the ft and mg workloads, respectively, while static
switching only achieves a normalized speedup of 0.84 and
0.87 individually. We also present the breakdown of normal-
ized un-core latency in Fig. 12. All latencies are normalized
against the total un-core latency of the baseline for each work-
load. Dynamic switching captures several stable periods in
which performance can be improved via switching the system
back to single-link mode. Dynamic switching reduces the QPI
latency significantly for ft and mg while it increases DRAM
latency slightly compared to static switching since these two
workloads show long consecutive intensive intersocket traffic.
Dynamic switching suffers from spikes of intensive local traf-
fic that are hardly captured and thus only achieves a speedup
of 0.91 for radiosity, which is close to the performance of
static switching. Even though, the proposed dynamic switch-
ing can still achieve a geometric mean speedup of 1.02 for
the five benchmarks with low-to-moderate intersocket traffic.

This result implies that dynamic switching, combing static
switching, and switch condition, does not impair the perfor-
mance of applications with low-to-moderate intersocket traffic
workloads.

We also present the energy consumptions of static and
dynamic switching normalized against that of the baseline for
each workload, as shown in Fig. 13. Static switching increases
the average energy consumption by 4% while dynamic switch-
ing decreases it by 2% in geometric mean. The larger the
performance improvement that dynamic switching has gained,
the more the energy consumption is reduced. For example,
dynamic switching reduces the power consumption of the
workload fg by 8% and also boosts performance by more than
other workloads.

D. Enhancement From Stride Prefetcher

We investigate the performances of dynamic switching and
the baseline combined with a stride prefetcher shown in
Fig. 14. The results are normalized against the baseline without
a prefetcher and we show the performances with prefetch-
ers that have a prefetch degree of 1 and 4, which denotes
the number of prefetches issued on every memory reference.
For the workloads with intensive intersocket traffic, the per-
formances of the baseline with the prefetchers of degree 1
and 4 are 1.002 and 1.11, respectively, in the geometric mean;
the performances of static switching with the prefetcher are
1.28 and 1.55; and the performance of dynamic switching are
1.30 and 1.56, respectively. For the workloads with low-to-
moderate intersocket traffic, the performances of the baseline
with prefetchers are 1.04 and 1.13 and the performances of
dynamic switching are 1.05 and 1.14, respectively. The aggres-
sive prefetchers shift the performance bottlenecks toward the
QPI especially for the is workload. This can be verified in
Fig. 15, which shows the percentage of QPI latencies for the
baseline and the baseline with prefetchers of degree 1 and 4.
This percentage of latency for the is workload is increased sig-
nificantly when the prefetching degree is increased from 1 to 4,
since the prefetcher now exploits the high bandwidth of the
DRAM cache via increasing the memory level parallelism and
thus reduces DRAM cache latencies but suffers from a lim-
ited QPI bandwidth, which offsets the benefit of memory level
parallelism. Prefetchers boost the percentage of QPI laten-
cies for the is workload since its un-core latencies in the
DRAM cache are considerable even running on the base-
line without a prefetcher compared with other workloads.
Additionally, the aggressive prefetchers increase the latency
of local DRAM access; though the latency of QPI is also
increased, it is less important than the latency of the local
DRAM. Dynamic switching actually keeps the system in the
single-link mode.

We also evaluate the performance of dynamic switch-
ing using different configurations of the DRAM cache. This
paper heavily relies on the DRAM cache’s superior band-
width, compared to off-chip main memory devices and the
QPI, and thus, we want to verify the substantial benefit of
dynamic switching in the broad design space of the DRAM
cache.
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Fig. 12. Normalized un-core latency for the workloads with low-to-moderate intersocket traffic.

Fig. 13. Energy consumption while using static switching and dynamic
switching normalized against the baseline for workloads with low-to-moderate
intersocket traffic.

E. Bandwidth of the DRAM Cache

We investigate the performance improvement of dynamic
switching with different bandwidths of DRAM caches as
shown in Fig. 16. We vary the bandwidths from 128 to
512 Gb/s and compare the performances of dynamic switch-
ing and the baseline with the same DRAM cache bandwidth.
Fig. 16 shows the performance of dynamic switching normal-
ized against the performance of the baseline accordingly. The
performance improvements are 1.27, 1.28, and 1.28 in the geo-
metric mean for the DRAM cache bandwidths of 128, 256,
and 512 Gb/s, respectively, for the workloads with intensive
intersocket traffic, while the performances are all 1.02 in the
geometric mean for the workloads with low-to-moderate inter-
socket traffic. The relatively stable improvements indicate that
the benefit of dynamic switching is consistent as long as the
bandwidth of cache DRAM is larger than that of the main
memory.

F. Size of DRAM Cache

We also evaluate the performance improvement of dynamic
switching using different DRAM cache sizes (32, 64, and
128 MB). When the size is increased, more un-core requests
hit the DRAM cache which has much more bandwidth
compared to off-chip memory devices. On the other hand,
decreasing the DRAM cache’s size will decrease its impact
on the performance. Dynamic switching achieves an average
of 20%, 21% and 28% performance improvement in geomet-
ric mean, which are normalized against the performance in

the baseline with the same DRAM cache size, respectively,
shown in Fig. 18 for the workloads with intensive intersocket
traffic. Dynamic switching’s relative performance is 1.01, 1.01,
and 1.02 for the workloads with low-to-moderate intersocket
traffic. The performance improvements for most workloads
increase slightly as the size of DRAM cache is increased,
while the performance improvement of the workload ocean
increases quickly from −6% to 56% due to more remote
requests hitting DRAM caches, which can be verified by the
reduced latencies of un-core requests for ocean in Fig. 17.
Fig. 17 also shows the latencies of un-core requests in multi-
link mode normalized against the latencies in single-link mode.
The figure shows most workloads slightly reduce the latency
of un-core requests as the DRAM cache size is increased,
while the latencies for ocean are reduced from 1.58 to 0.136.
Decreasing the size of the DRAM cache from 128 to 32 MB
causes the percentage of un-core latency caused by QPI latency
to drop for the baseline running the ocean workload, while the
percentage un-core latency caused by off-chip main memory
latency increases from 0.002% to 86%. Additionally, vary-
ing the size of the DRAM cache shows only a slight impact
on the performance and the latency of un-core requests, since
a considerable portion of un-core requests hit the local DRAM
instead of the DRAM cache.

G. Frequency of QPI Buses

We investigate the performance improvement of dynamic
switching with different QPI bus frequencies (2.4, 3.2, and
4.8 GHz). 2.4 GHz is the lowest frequency of the QPI
buses, while 4.8 GHz is first introduced on the Hashwell-
E/EP platform. Boosting the frequency of QPI buses can gain
more bandwidth but increases power consumption and poses
more difficulties for routing QPI traces on the motherboard.
Fig. 19 shows the performance improvement of dynamic
switching normalized against the performance of the base-
line with different QPI bus frequencies. Dynamic switching
with QPI frequencies 2.4, 3.2, and 4.8 GHz achieves average
speedups of 1.44, 1.28, and 1.15, respectively, in geomet-
ric mean for the workloads with intensive intersocket traffic.
It reaches the average speedups of 1.5, 1.02, and 0.99 for
the workloads with low-to-moderate intersocket traffic. Our
design can gain a moderate performance improvement with
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Fig. 14. Normalized speedup of dynamic switching compared to the baseline for various prefetching degrees.

Fig. 15. Average percentage of un-core latencies caused by QPI latency for
the baseline with various degrees of prefetching (average QPI latency/average
un-core latency).

Fig. 16. Normalized speedup of dynamic switching for various DRAM cache
bandwidths.

Fig. 17. Normalized latency of un-core requests using dynamic switching
for various DRAM cache sizes.

the high frequency of 4.8 GHz, but sees a significant per-
formance improvement with the low 2.4 GHz frequency for
the workloads with intensive intersocket traffic. Fig. 20 shows

Fig. 18. Normalized speedup of dynamic switching for various DRAM cache
sizes.

Fig. 19. Normalized speedup of dynamic switching for various QPI
frequencies.

the percentage of the un-core latencies in QPI in the total
un-core latencies for the baseline with the different QPI bus
frequencies. The ratio of QPI decreases as the frequency of
QPI buses increases, which shortens the time of transferring
data over the QPI buses and the waiting time of packets in the
QPI. The ratio for the cg workload drops from 79% to 43% as
the frequency of the QPI buses increase from 2.4 to 4.8 GHz,
while the performance benefit of dynamic switching decreases
from 1.96 to 1.25. The 4.8 GHz frequency of the QPI buses
increases the percentage of the latencies from the DRAM
cache with respect to the total un-core latency. For example,
the frequency increases the percentage from 17% to 48% for
the cg workload when the QPI bus frequency increases from
2.4 to 4.8 GHz. Additionally, dynamic switching gains a 15%
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Fig. 20. Average percentage of un-core latency caused by QPI latency for
the baseline for various QPI bus frequencies (average QPI latency/average
un-core latency).

speedup when the QPI bus frequency is 2.4 GHz and maintains
performance when it is 3.2 and 4.8 GHz.

VI. CONCLUSION

Multisocket systems are widely used for massive paral-
lel workloads to improve throughput. The performance of
multisocket system suffers from limited off-chip bandwidth
confined by the scarce resource of processor pins. This prob-
lem can be relieved by the DRAM cache that is introduced to
reduce the long latency of off-chip access via providing a large
space to hold data and superior bandwidth to reduce queuing
delay. The DRAM cache reduces the latencies of accessing
main memory as the main contributor of the un-core latencies,
while the latencies of intersocket communication emerge as
a considerable bottleneck for workloads that frequently fetch
data from remote memory.

The qSwitch design is proposed to reduce the intersocket
latencies at the cost of local memory bandwidth, since the
DRAM cache significantly reduces the number of off-chip
local requests, and thereby, the local memory bandwidth
becomes excessive in some cases. We design qSwitch from
the off-chip bus connection to the switching agents in order
to smoothly switch the system between two modes: 1) single-
bus mode and 2) multibus mode. We investigate the signal
integrity and discuss the design overhead to verify its feasi-
bility. We also evaluation the performance benefits of qSwitch
using different configurations of the DRAM cache and QPI to
show the benefits exist in a broad design space.

This paper identifies the latency of intersocket communi-
cation as one of the performance bottlenecks in the era of
DRAM cache for massive parallel workloads. Our results
imply that the performance of the workloads can be improved
via the optimization of intersocket communication such as
wisely scheduling remote requests or reducing unnecessary
remote requests. Furthermore, the limited bandwidth of inter-
socket communication could become increasingly painful as
the number of cores on a die increases and more cores share
bandwidth. Scaling the intersocket bandwidth with the number
of cores is likely to be a challenge in the near future.
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