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Rios and Selinger have recently proposed a categorical model for the quantum programming language Proto-Quipper-M, which is an important fragment of the Quipper language. In this work, we describe an extension to their categorical model with the additional property that it is DCPO-enriched, bringing us closer to modeling general recursion in the language. Similar to their model, our model exhibits a symmetric monoidal adjunction between a cartesian closed category and a monoidal closed category that previously has been shown to be a sound categorical model for a mixed linear/non-linear (and not necessarily quantum) programming language by Benton.

1 Introduction and Background

The impact of Girard’s linear logic on computer science and logic led to a search for semantic models that illuminate the relation between intuitionistic linear logic (ILL) and intuitionistic logic (IL). One such model was devised by Benton [3], who modeled ILL as a symmetric monoidal closed category, $\mathcal{L}$, IL as a cartesian closed category, $\mathcal{C}$, with the two categories related by a symmetric monoidal adjunction $F: \mathcal{C} \rightarrow \mathcal{L}$ $\dashv G: \mathcal{L} \rightarrow \mathcal{C}$. Such linear/non-linear (LNL) models, as he called them, are receiving renewed attention with the emergence of high-level functional quantum programming languages [18, 20]. In this paper we explore one particular approach to building LNL models in which the linear category is $\mathcal{L} = \text{Fam}(\mathcal{M})$, the free coproduct completion of a symmetric monoidal closed product-complete category $\mathcal{M}$ [11]. Alternatively, each object of the category $\text{Fam}(\mathcal{M})$ can be seen as a set-indexed family of objects of $\mathcal{M}$ and each morphism is a set-indexed family of morphisms of $\mathcal{M}$ which compose in an obvious way.

The main result of this paper is to present an analogous construction $\text{DFam}(\mathcal{M})$, which is a DCPO-enriched category in which each object is indexed by a directed complete partial order (dcpo). This leads to an adjunction between $\text{DFam}(\mathcal{M})$ and $\text{DCPO}$, the category of directed complete partial orders and Scott-continuous maps, which is a step toward a model supporting recursion. An interesting and distinctive feature of our approach is that we do not assume an order structure on the circuit model. Because of the minimal assumptions we impose on $\mathcal{M}$, our construction may apply to a broad range of cases beyond the particular assumptions needed for modeling quantum circuits.

Plan of the paper In the rest of this section, we outline the basic concepts and background we need, first about Benton’s LNL models, and then about dcpo’s. We also describe related work. Section 2 is devoted to presenting our $\text{DFam}$ construction and giving its basic properties, and in Section 3 we describe how $\text{DFam}$ can be used as the linear component of a LNL model. We also give the syntax for a LNL term language from [3], and Benton’s basic results show our construction serves as a sound model for this language. Section 4 describes additional properties of $\text{DFam}$ and gives the precise relationship between our construction and the one used by Rios and Selinger [18], and Section 5 shows $\text{DFam}$ is a fibration, which allows us to prove it is complete and cocomplete. Section 6 concludes the paper with a
Lemma 1.2 considerably reduces the length of a proof that an adjunction is symmetric monoidal. It has been shown that the symmetric monoidal left adjoint \( (F, m) \) of \( G \) is called a symmetric monoidal functor. The natural transformation \( m \) is called a comparison map. If \( (F, m), (G, n) : (\mathcal{C}, \otimes, I) \to (\mathcal{Y}, \odot, J) \) are monoidal functors, a natural transformation \( \alpha : F \to G \) is called monoidal if it is compatible with the comparison maps. We refer to Section 2 for the details.

Definition 1.1 \([4]\). A linear/non-linear model consists of the following data:

1. a cartesian closed category \((\mathcal{C}, 1, \times, \to)\);
2. a symmetric monoidal closed category \((\mathcal{L}, I, \otimes, \odot)\)
3. a pair of symmetric monoidal functors \((G, n) : \mathcal{L} \to \mathcal{C}\) and \((F, m) : \mathcal{C} \to \mathcal{L}\) that form a symmetric monoidal adjunction \(F \dashv G\).

We will refer to linear/non-linear models \(\mathcal{M} = (\mathcal{C}, \mathcal{L}, F, G)\) as LNL models for brevity.

If \(F \dashv G\) is a symmetric monoidal adjunction, the underlying functors \(F\) and \(G\) form an adjunction with the unit \(\eta : \text{id}_{\mathcal{C}} \to G \circ F\) and the counit \(\varepsilon : F \circ G \to \text{id}_{\mathcal{C}}\) inducing monoidal natural transformations between the corresponding monoidal functors. It has been shown that the symmetric monoidal left adjoint \((F, m)\) in a linear/non-linear model is always strong. The following lemma, which has been stated in greater generality by Kelly in \([14\), Theorem 1.5], asserts that the converse holds as well, and it considerably reduces the length of a proof that an adjunction is symmetric monoidal.

Lemma 1.2 \([14]\). Let \((F, m) : (\mathcal{Y}, \odot, J) \to (\mathcal{L}, \otimes, I)\) be a strong symmetric monoidal functor. If \(F\) has a right adjoint \(G : \mathcal{L} \to \mathcal{Y}\), then there is a unique comparison map \(n\) for \(G\) such that \((F, m) \dashv (G, n)\) is a symmetric monoidal adjunction.

Benton \([3]\) also shows that an LNL model gives rise to a strong commutative monad \(GF\) on the non-linear category \(\mathcal{C}\) and a comonad \(FG\) on the linear one \(\mathcal{L}\).

1.2 Categories of dcpo’s

Let \(X\) be a partially ordered set (poset). A non-empty subset \(D \subseteq X\) is directed if for each \(x, y \in D\) there is some \(z \in D\) such that \(x, y \leq z\). We call \(X\) a directed-complete partial order (dcpo) if the supremum \(\bigvee D\) of each directed subset \(D \subseteq X\) exists. An order-preserving map \(f : X \to Y\) between dcpos’ \(X\) and \(Y\) is called Scott continuous if \(f(\bigvee D) = \bigvee f(D)\) for each directed \(D \subseteq X\).

We denote the category of dcpos’ with Scott-continuous functions by \(\mathbf{DCPO}\). This category has all limits and colimits and we will now describe its products and coproducts in particular as we will need them later on. For a collection \(\{X_i\}_{i \in I}\) of dcpos’ the product \(\prod_{i \in I} X_i\) is the set-theoretic product of the \(X_i\) equipped with the product order: \((x_i)_{i \in I} \leq (y_i)_{i \in I}\) if and only if \(x_i \leq y_i\) for each \(i \in I\). Since the product order is the coarsest partial order for which the projections maps are order preserving, it follows routinely that \(\prod_{i \in I} X_i\) is a dcpo. The coproduct \(\bigsqcup_{i \in I} X_i\) is the dcpo whose elements are pairs \((i, x)\) where \(i \in I\) and \(x \in X_i\), ordered by \((i, x) \leq (j, y)\) if and only if \(i = j\) and \(x \leq y\). For each \(j \in I\), we define an injection map \(\text{in}_j : X_j \to \bigsqcup_{i \in I} X_i\) by \(x \mapsto (j, x)\). It is obvious that each \(z \in \bigsqcup_{i \in I} X_i\) is of the form \(\text{in}_j(x)\) for some unique
j \in I \text{ and a unique } x \in X_j. \text{ In this case, the partial order is the finest one for which the injections are order preserving, so this defines a dcpo.}

\textbf{DCPO} is also a cartesian closed category where the internal hom } [X \to Y] \text{ consists of all Scott-continuous functions } X \to Y. \text{ We note that its full subcategory } \textbf{DCPO}_\bot \text{ of dcpo’s with a least element } \bot \text{ is cartesian closed, but is neither complete nor cocomplete. The subcategory } \textbf{DCPO}_\bot^! \text{ of dcpo’s with a least element and strict Scott-continuous maps, i.e., maps that preserve the least element, becomes a symmetric monoidal closed category when equipped with the smash product: } X \otimes Y = (X \times Y) / R, \text{ where } R = (\{ \bot_X \} \times Y) \cup (X \times \{ \bot_Y \}).

We say that a category \( \mathcal{C} \) is \textbf{DCPO}-enriched if \( \mathcal{C}(X,Y) \) is a dcpo for each pair of \( \mathcal{C} \)-objects \( X \) and \( Y \), and if in addition for any \( \mathcal{C} \)-object \( Z \), the composition map \( \mathcal{C}(Y,Z) \times \mathcal{C}(X,Y) \to \mathcal{C}(X,Z) \) is Scott continuous. A functor \( F : \mathcal{C} \to \mathcal{D} \) between two \textbf{DCPO}-enriched categories \( \mathcal{C} \) and \( \mathcal{D} \) is called \textit{locally continuous} if the assignment \( \mathcal{C}(X,Y) \to \mathcal{D}(FX,FY), f \mapsto Ff \) is Scott continuous for each pair of objects \( X \) and \( Y \) in \( \mathcal{C} \).

We refer to \cite[9]{1} for a more detailed exposition of dcpo’s.

1.3 Related work

This contribution is based on the model of Rios and Selinger \cite{18} for Proto-Quipper-M, a prototypical high-level functional quantum programming language that embodies the principle of ‘quantum data, classical control’. The first functional programming language relying on this principle is \( \text{QPL} \), which is a first-order quantum programming language equipped with categorical semantics \cite{19}. Alternative semantics for \( \text{QPL} \) were provided by Cho \cite{6} based on his discovery that the category of W*-algebras with completely positive subunital maps is \( \textbf{DCPO}_\bot^! \)-enriched, a fact that was independently discovered by Rennela \cite{15}. An approach to higher-order quantum computing was proposed by Selinger and Valiron \cite{20}. Traditionally, higher-order programming languages are provided with denotational semantics using domain theory, so higher-order quantum programming languages require the development of an appropriate notion of ‘quantum domain theory’ for their denotational semantics. The present contribution suggests that linear/non-linear models where \( \textbf{DCPO} \) is the cartesian category and where the linear category is \( \textbf{DCPO} \)-enriched might be an appropriate notion. An alternative notion of quantum domains has been proposed by Rennela and Staton \cite{16,17}.

2 Directed Families Construction

In this section we describe what we call the \textit{directed families construction}, which allows us to define a family of LNL models \( \mathcal{M}_M = (\textbf{DCPO}, \textbf{DFam}(M), F_M, G_M) \), one for each choice of \( M \), provided \( M \) is a symmetric monoidal closed category that also is product-complete. The construction is similar to the standard families construction \cite[p. 373]{5}, \cite{11}, which is done over \( \text{Set} \), but differs in that our families are indexed by dcpo’s and form a \textbf{DCPO}-enriched category. For brevity, we refer to these models simply as \( \mathcal{M} = (\textbf{DCPO}, \textbf{DFam}, F, G) \), and the reader should remember that they are parametrized over \( M \).

The category \( \textbf{DCPO} \) should be thought of as the category in which we interpret the non-linear (classical) control of our programming language. The category \( M \) should be seen as the category in which we interpret the circuit model \( \text{(Q)} \) and linear lambda abstractions. Finally, \( \textbf{DFam} \) allows us to interpret the rest of the linear constructs and can be seen as a category consisting of ordered families of objects of \( M \).
The required structure on \( M \) is not difficult to obtain. For example, \( M \) could be the presheaf category \( \mathbf{Set}^{Q^\text{op}} \), where \( Q \) is any symmetric monoidal category. \( M \) is then complete and cocomplete, and becomes a symmetric monoidal closed category when equipped with the Day tensor product [7]. \( Q \) then can be embedded into \( M \) using the Yoneda embedding, which is a strong symmetric monoidal functor. In the context of quantum programming, a good choice for \( Q \) would be \( \mathbf{FdStar} \), the category of finite-dimensional C*-algebras and completely positive maps (sometimes also assumed to be unital or subunital). However, choosing \( Q = \mathbf{FdHilb} \), the category of finite-dimensional Hilbert spaces with linear maps, also satisfies the requirements. Our \( \mathbf{DFam} \) construction also works with any other symmetric monoidal category, so our model might have applications outside of quantum computing as well.

We recall that objects in the usual set-indexed families construction have the form \((X,(A_x)_{x \in X})\), where \( X \) is a set and \( A_x \in M \) for each \( x \in X \). A morphism between objects \((X,(A_x)_{x \in X})\) and \((Y,(B_y)_{y \in Y})\) is a pair \((f,(\varphi_x)_{x \in X})\) where \( f : X \to Y \) is a function, and \( \varphi_x : A_x \to B_{f(x)} \) is a morphism in \( M \). Regarding \( X \) as a discrete category, it follows that \( f : X \to Y \) becomes a functor, and so do \( A : X \to M \) and \( B : Y \to M \), if we define \( Ax = A_x \) and \( By = B_y \). Moreover, \( \varphi_x \) forms the \( x \)-component of a natural transformation \( A \to B \circ f \). This observation leads to the following:

**Definition 2.1.** The category \( \mathbf{DFam}(M) \) (or briefly, \( \mathbf{DFam} \)) has:

- Objects of the form \((X,A)\), where \( X \in \mathbf{DCPO} \) and \( A : X \to M \) is a functor, where \( X \) is regarded as a poset category;
- Morphisms \((X,A) \to (Y,B)\) of the form \((f,\varphi)\), where \( f : X \to Y \) is a Scott-continuous map, and \( \varphi : A \to B \circ f \) is a natural transformation in the functor category \([X,M]\);
- Composition of morphisms
  \[(f,\varphi) : (X,A) \to (Y,B)\]
  and
  \[(g,\psi) : (Y,B) \to (Z,C)\]
  is defined by
  \[(g,\psi) \circ (f,\varphi) = (g \circ f, \psi f \circ \varphi),\]
  where we recall that if \( x \in X \), then the \( x \)-component of \( \psi f \circ \varphi \) is given by
  \[(\psi f \circ \varphi)_x = \psi f(x) \circ \varphi_x.\]

For each \( X \in \mathbf{DCPO} \), we define \( I_X : X \to M \) by \( I_X(x) = I_l \), the tensor unit of \( M \), and \( I_X(x \leq x') = \text{id}_I \).

**Proposition 2.2.** \( \mathbf{DFam} \) is a symmetric monoidal closed category if we define

\[(X,A) \otimes (Y,B) = (X \times Y, A \otimes B),\]

where \( A \otimes B : X \times Y \to M \) is defined by \((A \otimes B)(x,y) = A(x) \otimes B(y)\). The tensor unit is given by \((1, I_1)\). Its internal hom set is defined by

\[(X,A) \to (Y,B) = ([X \to Y], C),\]

where \( C : [X \to Y] \to M \) is the functor defined by

\[Cf = \prod_{x \in X}(Ax \to Bf(x)).\]
Theorem 2.3. DFam is DCPO-enriched. More specifically, given two DFam-objects \((X, A)\) and \((Y, B)\), we define an order \(\sqsubseteq\) on \(\text{DFam}((X, A), (Y, B))\) by
\[
(f, \varphi) \sqsubseteq (g, \psi) \iff f \leq g \text{ and } B(f(x) \leq g(x)) \circ \varphi_x = \psi_x \text{ for each } x \in X,
\]
where \(f \leq g\) refers to the pointwise order on the dcpo \([X \to Y]\). The supremum of a directed set \(\{(f_i, \varphi_i)_{i \in D}\} \in \text{DFam}((X, A), (Y, B))\) is given by \((f, \varphi)\), where \(f = \bigvee_{i \in D} f_i\) in \([X \to Y]\), and the \(x\)-component of \(\varphi\) is defined by
\[
\varphi_x = B(f_i(x) \leq f(x)) \circ (\varphi_i)_x,
\]
and is independent of the choice of \(i \in D\).

3 A linear/non-linear model

In this section we show that DCPO and DFam form a linear/non-linear model which also is DCPO-enriched. We begin by showing that there is an adjunction between the two categories:

\[
\begin{array}{ccc}
\text{DCPO} & \overset{F}{\to} & \text{DFam} \\
\bot & F & \overset{G}{\to} \\
\end{array}
\]

\(F\) is given by:
\[
F(X) = (X, I_X) \\
F(f) = (f, t), \text{ where } t_x = \text{id}_I
\]

\(F\) can also be equipped with natural isomorphisms \(m_{X,Y} : FX \otimes FY \to F(X \otimes Y)\) given by \(m_{X,Y} = (\text{id}_{X \times Y}, \lambda), \) where \(\lambda_{x,y} = \lambda_I\) and \(m : (1, I_I) \to F1\) by \(m = \text{id}_{(1, I_I)}\).

Lemma 3.1. \((F, m) : \text{DCPO} \to \text{DFam}\) is a strong symmetric monoidal and locally continuous functor.

Proof. Clearly, \(F\) is a functor that is strong symmetric monoidal. We prove that it is locally continuous. Given dcpo’s \(X\) and \(Y\), let \(f, g \in [X \to Y]\) such that \(f \leq g\). Then \(Ff = (f, t), Fg = (g, t)\) and for each \(x \in X\), we have
\[
I_Y(f(x) \leq g(x))t_x = \text{id}_I \circ t_x = \text{id}_I \circ \text{id}_I = \text{id}_I = t_x,
\]
hence \((f, t) \sqsubseteq (g, t)\), i.e., \(Ff \sqsubseteq Fg\). Now let \((f_i)_{i \in D}\) be directed in \([X \to Y]\) with supremum \(f\). Note that \(Ff_i : (X, I_X) \to (Y, I_Y)\) for each \(i \in D\). Moreover, \((Ff_i)_{i \in D} = (f_i, t)_{i \in D}\) is directed; its supremum is of the form \((f, \varphi)\), where for each \(x \in X\), we have
\[
\varphi_x = I_Y(f_i(x) \leq f(x))t_x = \text{id}_I \circ \text{id}_I = \text{id}_I = t_x.
\]
Hence \(\bigvee_{i \in D} Ff_i = (f, t) = (\bigvee_{i \in D} f_i, t) = F(\bigvee_{i \in D} f_i)\).

The functor \(G : \text{DFam} \to \text{DCPO}\) can be defined by:
\[
G(X, A) = \text{DFam}((1, I_1), (X, A)) \\
G(f, \alpha) = \text{DFam}((1, I_1), (f, \alpha))
\]

Since DFam is DCPO-enriched, it follows that \(G\) is locally continuous. In combination with the previous lemma, this implies that the comonad \(FG\) on DFam and the monad \(GF\) on DCPO are locally continuous.
Remark 3.2. Since all elements of $G(X,A)$ are of the form $(f, \varphi)$, with $f : 1 \to X$ and $\varphi_1 \in M(I, Af(1))$, we can identify $f$ with $f(1)$, whence it follows that

$$G(X,A) \cong \left\{ (x, \varphi_x) \mid x \in X \text{ and } \varphi_x \in M(I, Ax) \right\},$$

where the order is given by $(x_1, \varphi_1) \sqsubseteq (x_2, \varphi_2)$ iff $(x_1 \leq x_2)$ and $A(x_1 \leq x_2) \circ \varphi_1 = \varphi_2$. Then $G(f, \alpha) = (z, \varphi) \mapsto (f(z), \alpha \circ \varphi)$.

Lemma 3.3. There exists an adjunction between DCPO and DFam with $F \dashv G$.

Proof. Using Remark 3.2 we can define the unit $\eta_X$ to be the map $x \mapsto (x, \text{id}_I)$ and for an arbitrary $f : X \to G(Y,B)$, the unique map $\hat{f}$ is given by $\hat{f} = (\pi_1 \circ f, \varphi)$, where $\varphi_x = \pi_2 \circ f(x)$ for each $x \in X$.

\[\begin{array}{ccc}
X & \xrightarrow{\eta_X} & \text{DFam}((1,I_1),(X,I_X)) \\
\downarrow & & \Downarrow G\hat{f} \\
\text{DFam}((1,I_1),(Y,B)) & \xrightarrow{\hat{f}} & (Y,B)
\end{array}\]

Theorem 3.4. There exists a unique comparison map $n$, such that $(F,m) \dashv (G,n)$ is a symmetric monoidal adjunction.

Proof. This follows immediately from Lemma 3.3 and Lemma 3.1 when combined with Lemma 1.2.

3.1 Modeling an LNL Term Language

Theorem 3.4 shows that we have an LNL model, with the cartesian closed category $\mathcal{C} = \text{DCPO}$ as the non-linear category, the symmetric monoidal closed category $\mathcal{L} = \text{DFam}$ as the linear category, and where the adjunction is given by $F \dashv G$. As Benton shows in [4, 3], this categorical model can be used to interpret an LNL term language, which we now describe.

The type system is given by:

$$A, B ::= A_0 \mid I \mid A \otimes B \mid A \to B \mid FX$$

$$X, Y ::= X_0 \mid 1 \mid X \times Y \mid X \to Y \mid GA$$

where $A,B$ range over the objects of $\mathcal{L}$; $X,Y$ range over the objects of $\mathcal{C}$; $A_0$ and $X_0$ are some sets of constants which may be interpreted in $\mathcal{L}$ or $\mathcal{C}$, respectively.

Then, the LNL term assignment system is given in Figure 1 where $a,b,c$ are used to refer to linear variables; $e,f,g,h$ refer to linear terms; $w,x,y,z$ refer to non-linear variables; $s,t,u,v$ refer to non-linear terms. $\Gamma$ and $\Delta$ range over linear contexts and $\Theta,\Phi$ range over non-linear contexts. A type judgement in the non-linear category is of the general form:

$$s_1 : X_1, \ldots, s_n : X_n \vdash_{\mathcal{C}} t : Y$$
Figure 1: LNL term assignment system ([3], Fig 8)

whereas a type judgement in the linear category is of the form:

\[ \Theta : a : A \vdash_{\mathcal{L}} a : A \]

\[ \Theta \vdash_{\mathcal{L}} s : X \quad \Theta \vdash_{\mathcal{L}} t : Y \]

\[ \Theta \vdash_{\mathcal{L}} (s, t) : X \times Y \]

\[ \Theta \vdash_{\mathcal{L}} s : X \times Y \]

\[ \Theta \vdash_{\mathcal{L}} \text{fst}(s) : X \]

\[ \Theta ; \Gamma \vdash_{\mathcal{L}} e : A \quad \Theta ; \Delta \vdash_{\mathcal{L}} f : B \]

\[ \Theta ; \Gamma , \Delta \vdash_{\mathcal{L}} e \otimes f : A \otimes B \]

\[ \Theta ; \Gamma \vdash_{\mathcal{L}} \cdot : I \]

\[ \Theta ; \Gamma \vdash_{\mathcal{L}} e \vdash_{\mathcal{C}} s : Y \]

\[ \Theta \vdash_{\mathcal{L}} (\lambda x : X . s) : X \to Y \]

\[ \Theta ; \Gamma , \Delta \vdash_{\mathcal{L}} (\lambda a : A . e) : A \to B \]

\[ \Theta ; \Gamma \vdash_{\mathcal{L}} e : X \]

\[ \Theta \vdash_{\mathcal{L}} F(s) : F X \]

\[ \Theta \vdash_{\mathcal{L}} G(e) : GA \]

\[ \Theta ; \Gamma , \Delta \vdash_{\mathcal{L}} e \vdash_{\mathcal{C}} b : B \]

\[ \Theta ; \Gamma \vdash_{\mathcal{L}} s : X \]

\[ \Theta ; \Gamma \vdash_{\mathcal{L}} t : X \]

\[ \Theta ; \Gamma \vdash_{\mathcal{L}} \cdot : I \]

\[ \Theta ; \Gamma , \Delta \vdash_{\mathcal{L}} e \vdash_{\mathcal{C}} f : A \]

\[ \Theta ; \Gamma \vdash_{\mathcal{L}} e \vdash_{\mathcal{C}} f : A \]

\[ \Theta ; \Gamma \vdash_{\mathcal{L}} e \vdash_{\mathcal{C}} F x : A \]

\[ \Theta ; \Gamma \vdash_{\mathcal{L}} \text{derelict}(s) : A \]

Benton also defines \( \beta \)-reduction rules for the language given in Figure 2 as well as another reduction relation, called \emph{commuting conversion} reduction, whose rules are shown in Figure 3. Both reductions are well-typed and it is shown that LNL models are sound with respect to these reductions.

**Theorem 3.5 ([3]).** Both the \( \beta \)-reductions and the commuting conversions are soundly modeled in any LNL model.

1. If \( \Theta ;\Gamma \vdash_{\mathcal{L}} e : A \) and \( e \rightarrow_{\beta, e} e' \), then \( [\Theta ;\Gamma \vdash_{\mathcal{L}} e : A] = [\Theta ;\Gamma \vdash_{\mathcal{L}} e' : A] \)
2. If \( \Theta \vdash_{\mathcal{C}} s : X \) and \( s \rightarrow_{\beta, e} s' \), then \( [\Theta \vdash_{\mathcal{C}} s : X] = [\Theta \vdash_{\mathcal{C}} s' : X] \)

4 **Additional properties of \( \mathcal{M} \)**

We saw in the previous section that our model \( \mathcal{M} \) is an LNL model that allows us to soundly interpret the LNL term calculus of Benton. In this section we list some additional properties of \( \mathcal{M} \) and discuss how they allow us to extended the term language.
\[
\begin{align*}
\text{fst}(s, t) & \rightarrow_{\beta} s \\
\text{snd}(s, t) & \rightarrow_{\beta} t \\
\text{let } a \otimes b = e \otimes f \text{ in } g & \rightarrow_{\beta} g[e/a, f/b] \\
\text{let } * = * \text{ in } e & \rightarrow_{\beta} e \\
(\lambda x : X. s) t & \rightarrow_{\beta} s[t/x] \\
(\lambda a : A. e) f & \rightarrow_{\beta} e[f/a] \\
\text{let } F(x) = F(s) \text{ in } e & \rightarrow_{\beta} e[s/x] \\
\text{derelict}(G(e)) & \rightarrow_{\beta} e
\end{align*}
\]

Figure 2: LNL term calculus \(\beta\)-reductions ([3], Fig 9)

\[
\begin{align*}
\text{let } a \otimes b = (\text{let } * = e \text{ in } f) \text{ in } g & \rightarrow_{c} \text{ let } * = e \text{ in } (\text{let } a \otimes b = f \text{ in } g) \\
\text{let } * = (\text{let } * = e \text{ in } f) \text{ in } g & \rightarrow_{c} \text{ let } * = e \text{ in } (\text{let } * = f \text{ in } g) \\
(\text{let } * = e \text{ in } f) g & \rightarrow_{c} \text{ let } * = e \text{ in } (f g) \\
\text{let } F(x) = (\text{let } * = e \text{ in } f) \text{ in } g & \rightarrow_{c} \text{ let } * = e \text{ in } (\text{let } F(x) = f \text{ in } g) \\
\text{let } a \otimes b = (\text{let } c \otimes d = e \text{ in } f) \text{ in } g & \rightarrow_{c} \text{ let } c \otimes d = e \text{ in } (\text{let } a \otimes b = f \text{ in } g) \\
\text{let } * = (\text{let } a \otimes b = e \text{ in } f) \text{ in } g & \rightarrow_{c} \text{ let } a \otimes b = e \text{ in } (\text{let } * = f \text{ in } g) \\
(\text{let } a \otimes b = e \text{ in } f) g & \rightarrow_{c} \text{ let } a \otimes b = e \text{ in } (f g) \\
\text{let } F(x) = (\text{let } a \otimes b = e \text{ in } f) \text{ in } g & \rightarrow_{c} \text{ let } a \otimes b = e \text{ in } (\text{let } F(x) = f \text{ in } g) \\
\text{let } a \otimes b = (\text{let } F(x) = e \text{ in } f) \text{ in } g & \rightarrow_{c} \text{ let } F(x) = e \text{ in } (\text{let } a \otimes b = f \text{ in } g) \\
\text{let } * = (\text{let } F(x) = e \text{ in } f) \text{ in } g & \rightarrow_{c} \text{ let } F(x) = e \text{ in } (\text{let } * = f \text{ in } g) \\
(\text{let } F(x) = e \text{ in } f) g & \rightarrow_{c} \text{ let } F(x) = e \text{ in } (f g) \\
\text{let } F(y) = (\text{let } F(x) = e \text{ in } f) \text{ in } g & \rightarrow_{c} \text{ let } F(x) = e \text{ in } (\text{let } F(y) = f \text{ in } g)
\end{align*}
\]

Figure 3: LNL term calculus commuting conversions ([3], Fig 10)

**Theorem 4.1.** \(\text{DFam}\) has all coproducts.

**Proof.** The initial object in \(\text{DFam}\) is \((\emptyset, I_0)\). Given a collection of objects \((X_i, A_i)\) indexed by \(I\), then their coproduct is given by the object \((\coprod_{i \in I} X_i, \coprod_{i \in I} A_i)\), where we define

\[
\]
\[ \bigsqcup_{i \in I} A_i : \bigsqcup_{i \in I} X_i \rightarrow M \]
\[ \bigsqcup_{i \in I} A_i(z) = A_j(x), \text{ if } z = \text{in}_j(x), \text{ for some } x \in X_j \]
\[ \bigsqcup_{i \in I} A_i(z \leq z') = A_j(x \leq x'), \text{ if } z = \text{in}_j(x), \text{ for some } x \in X_j \text{ and } z' = \text{in}_j(x'), \text{ for some } x' \in X_j \]

The functor \( \bigsqcup_{i \in I} A_i \) is well-defined on morphisms, because \( z \leq z' \) in the coproduct object in \( \text{DCPO} \) implies that \( z \) and \( z' \) are in the image of the same injection. Finally, for an object \((X_j, A_j)\) in the family, its injection map is then \((\text{in}_j, \text{id})\), where \( \text{id} \) is the identity natural transformation \( \text{id}_c : A_j(x) \rightarrow A_j(x) \).

Thus, the category \( \text{DFam} \) inherits coproducts from \( \text{DCPO} \). This allows us to extend our type system by adding sum types and to extend the term language of Section 3.1 by adding support for conditional branching. Then, the categorical interpretation is done in the standard way. The model proposed by Rios and Selinger [18] also has this property, because \( \text{Fam} \) is the free coproduct completion of \( \text{M} \).

The following diagram describes the relationship between their model (bottom adjunction) and the model which we have described in this paper (top adjunction):

\[
\begin{array}{ccc}
\text{DCPO} & \Downarrow F & \text{DFam} \\
\downarrow I & \quad & \quad \downarrow I' \\
\text{Set} & \Downarrow U & \text{Fam} \\
\downarrow F' & \quad & \quad \downarrow G' \\
\end{array}
\]

where all the adjunctions are symmetric monoidal and where \( \text{DFam} \) and \( \text{Fam} \) are defined over the same category \( \text{M} \). The functors \( I, I' \) are the obvious inclusion functors, whereas the functors \( U, U' \) are the obvious forgetful functors. The adjoint functors \( F' \) and \( G' \) can be equivalently defined by:

\[ F' = U' \circ F \circ I \]
\[ G' = U \circ G \circ I' \]

The composition of the left adjunction with the top one commutes with the composition of the other two adjunctions, so we also get another LNL model between \( \text{Set} \) and \( \text{DFam} \).

In addition, as shown in Theorem 2.3 and Section 3 our model \( \mathcal{M} \) is \( \text{DCPO} \)-enriched in the sense that both the linear and non-linear categories are \( \text{DCPO} \)-enriched and moreover, the adjoint functors \( F \) and \( G \) are both locally continuous.

5 Limits, colimits and fibrations

It turns out that the functor \( \Phi : \text{DFam} \rightarrow \text{DCPO}, (X, A) \mapsto X \) is a *fibration*. This is a very useful fact, since the theory of fibrations (which are discussed in detail in [5][10][13][21]) allows us to prove:
**Theorem 5.1.** Recall that $\text{DFam} = \text{DFam}(M)$.

1. If $M$ has all limits, so does $\text{DFam}$.
2. If $M$ has all colimits, so does $\text{DFam}$.

This theorem generalizes Theorem 4.1 but at the cost of imposing extra conditions on $M$, which are not required for Theorem 4.1.

The rest of this section is devoted to the outline of a proof of Theorem 5.1. We begin with some terminology, starting with a functor $\Phi : \mathcal{A} \to \mathcal{X}$. Given an object $X \in \mathcal{X}$, we define the fiber of $\Phi$ over $X$ as the subcategory $\mathcal{A}_X$ of $\mathcal{A}$ whose objects are the objects $A \in \mathcal{A}$ such that $\Phi(A) = X$, and whose morphisms are $\mathcal{A}$-morphisms $\varphi : A \to B$ such that $\Phi(\varphi) = \text{id}_X$. The next lemma is immediate:

**Lemma 5.2.** Let $\Phi : \text{DFam} \to \text{DCPO}$ be given by $(X, A) \mapsto X$ on objects, and $(f, \varphi) \mapsto f$ on morphisms. Then the objects of $\text{DFam}_X$ are of the form $(X, A)$, where $A : X \to M$ is a functor; all morphisms of $\text{DFam}_X$ are of the form $(\text{id}_X, \varphi) : (X, A) \to (X, B)$, where $\varphi : A \to B$ is a natural transformation.

**Definition 5.3.** Given $\Phi : \mathcal{A} \to \mathcal{X}$, let $f : X \to Y$ be a morphism in $\mathcal{X}$. Then the morphism $\varphi : A \to B$ in $\mathcal{A}$ is cartesian over $f$ if

1. $\Phi(\varphi) = f$;
2. If $\psi : C \to B$ is a morphism in $\mathcal{A}$ such that $\Phi(\psi) = f \circ h$ for some morphism in $\mathcal{X}$, then there is a unique morphism $\theta : C \to A$ in $\mathcal{A}$ such that $\Psi(\theta) = h$ and $\psi = \varphi \circ \theta$.

Thus a morphism $\varphi : A \to B$ over $f$ is cartesian if any other morphism with codomain $B$ factorizes through $\varphi$ in a unique way if the corresponding morphism in the base category factorizes through $f$.

**Definition 5.4.** $\Phi : \mathcal{A} \to \mathcal{X}$ is called a fibration if for each morphism $f : X \to Y$ in $\mathcal{X}$ and each $B \in \mathcal{A}_Y$, there exists a cartesian morphism $\varphi : A \to B$ over $f$. $\Phi$ is called an opfibration if $\Phi^{\text{op}} : \mathcal{A}^{\text{op}} \to \mathcal{X}^{\text{op}}$ is a fibration. If $\Phi$ is both a fibration and an opfibration, then $\Phi$ is called a bifibration.

The intuition behind a fibration $\mathcal{A} \to \mathcal{X}$ is that it allows us to regard $\mathcal{A}$ as a category consisting of categories $\mathcal{A}_X$ indexed by objects $X \in \mathcal{X}$, and glued together by cartesian morphisms.

**Proposition 5.5.** The functor $\Phi$ in Lemma 5.2 is a fibration. More specifically, let $f : X \to Y$ be a Scott-continuous function between dcpo’s $X$ and $Y$. Let $(Y, B) \in \text{DFam}$. Then $(f, \text{id}_B) : (X, B \circ f) \to (Y, B)$ is cartesian over $f$.

Let $\Phi : \mathcal{A} \to \mathcal{X}$ be a fibration, and $f : X \to Y$ a morphism in $\mathcal{X}$. Given $B \in \mathcal{A}_Y$, and cartesian morphisms $\varphi : A \to B$, $\psi : C \to B$ over $f$, the objects $A$ and $C$ are isomorphic [5 Lemma 8.1.4]. It follows that the cartesian morphism $\varphi : A \to B$ in the definition of a fibration is unique up to isomorphism. If we choose for each $B \in \mathcal{A}_Y$ a specific cartesian morphism $\varphi : A \to B$, then the assignment $B \mapsto A$ defines a functor $f^* : \mathcal{A}_Y \to \mathcal{A}_X$. For our particular fibration $\Phi : \text{DFam} \to \text{DCPO}$, we can define $f^*$ as the functor $(Y, B) \mapsto (X, B \circ f)$. If $(\text{id}_Y, \varphi)$ is a morphism in $\text{DFam}_Y$, then $f^*(\text{id}_Y, \varphi) = (\text{id}_X, \varphi \circ f)$. Lemma 5.2 now allows us to describe $\text{DFam}_X$ and $f^*$ as follows:

**Lemma 5.6.** Given the fibration $\Phi$ defined in Lemma 5.2, the fiber $\text{DFam}_X$ is equivalent to the category $[X, M]$ of functors $X \to M$. If $f : X \to Y$ is Scott continuous, then $f^* : \text{DFam}_Y \to \text{DFam}_X$ corresponds to the functor $[Y, M] \to [X, M]$, $B \mapsto B \circ f$.

It follows from the previous lemma that the fibers of $\text{DFam}$ have all limits if $M$ has all limits. Similarly, the fibers have all colimits if $M$ has all colimits. This fact will be useful if we want to apply the following proposition, which can be found in [10] as Theorem 4.2. A more accessible source is [13] Propostitions 9.2.1 & 9.2.2, where special cases are stated involving finite products and coproducts instead of limits and colimits.
Proposition 5.7. Let $\Phi: \mathcal{A} \to \mathcal{X}$ be a fibration.

(1) $\mathcal{A}$ is complete and $\Phi$ preserves all limits if and only if $\mathcal{X}$ and all fibers $\mathcal{A}_Y$ are complete.

(2) If $\Phi$ is a bifibration, then $\mathcal{A}$ is cocomplete and $\Phi$ preserves all colimits if and only if $\mathcal{X}$ and all fibers $\mathcal{A}_Y$ are cocomplete.

Proof of Theorem 5.1. Since DCPO has all limits, it follows that DFam has all limits if $M$ has all limits, which proves the first statement in Theorem 5.1. DCPO also has all colimits, hence the proposition also assures that DFam has all colimits if $M$ has all colimits and $\Phi: \text{DFam} \to \text{DCPO}$ is a bifibration. It has been shown in [21, Proposition 3.7] that a fibration $\Phi: \mathcal{A} \to \mathcal{X}$ is a bifibration if all functors $f^*: \mathcal{A}_Y \to \mathcal{A}_X$ have a left adjoint $f_!: \mathcal{A}_X \to \mathcal{A}_Y$. Given the fibration $\Phi: \text{DFam} \to \text{DCPO}$, and a Scott-continuous function $f: X \to Y$, cocompleteness of $M$ (which we already need in order to apply the second statement in Proposition 5.7) assures the existence of $f_1: [X,M] \to [Y,M]$. Concretely, given $A \in [X,M]$, we define $f:A \in [Y,M]$ as a colimit: $(f:A)y = \lim_{x \in f^{-1}[y]} A_x$ for each $y \in Y$. This proves the second statement in Theorem 5.1. □

Remark 5.8. We note that Theorem 5.1 can be formulated for the category Fam in [18] by observing that $\Phi: \text{Fam} \to \text{Set}$, $(X,(A_x)_{x \in X}) \mapsto X$ also is a fibration. If $M$ is cocomplete, then $\Phi$ is a bifibration.

Remark 5.9. Since DCPO is not (co)complete, Proposition 5.7 implies that if there is a linear/non-linear model with DCPO as the non-linear category, $\mathcal{L}$ as the linear category, and for which there is a fibration $\mathcal{L} \to \text{DCPO}$, then either $\mathcal{L}$ is not (co)complete or the fibration does not preserve all existing limits and colimits.

6 Conclusion and Future Work

Our main contribution is an extension of the families construction Fam($M$) to the category DFam($M$), which is a DCPO-enriched category whose objects are DCPO-indexed families of objects of $M$. The impetus for this work has been to extend the linear/non-linear model of Proto-Quipper-M being developed by Rios and Selinger [18] so that the “classical parameters” form a dcpo, which in principle would allow extending their model to accommodate general recursion. But, as we noted in Section 2, the conditions required on $M$ for our construction apply more generally than those needed for models of high-level functional quantum programming languages, and we suspect DFam may find other applications. In particular, we do not need to assume that our circuit model has an order structure which is the distinguishing feature of our model.

Extending the categorical model of Proto-Quipper-M [18] to support general recursion is an open problem. Our proposed model is DCPO-enriched and we believe it is an important step towards solving this problem. As future work we hope to identify classes of algebraically compact endofunctors [8] [2] on DFam that can be used to extend our model to support recursive types and recursive terms.

In our approach, the order on DFam is inherited from the category DCPO. It also is worth investigating whether one can define an order on DFam by combining the order on DCPO with an order defined on $M$ so that we still get an LNL model.
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